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Abstract—Causal discovery is becoming a key part in medical
AI research. These methods can enhance healthcare by identify-
ing causal links between biomarkers, demographics, treatments
and outcomes. They can aid medical professionals in choosing
more impactful treatments and strategies. In parallel, Large Lan-
guage Models (LLMs) have shown great potential in identifying
patterns and generating insights from text data. In this paper
we investigate applying LLMs to the problem of determining
the directionality of edges in causal discovery. Specifically, we
test our approach on a de-identified set of Non Small Cell
Lung Cancer(NSCLC) patients that have both electronic health
record and genomic panel data. Graphs are validated using
Bayesian Dirichlet estimators using tabular data. Our result
shows that LLMs can accurately predict the directionality of
edges in causal graphs, outperforming existing state-of-the-art
methods. These findings suggests that LLMs can play a significant
role in advancing causal discovery and help us better understand
complex systems.

Index Terms—Large Language Models, Causal Discovery,
Electronic Health Record, Genomics, Average Treatment Effect

I. INTRODUCTION

Healthcare data analysis has been revolutionized in recent
years with the application of Machine Learning (ML) and
Deep Learning (DL) techniques [1]. But despite the success
in predictive modelling, there is great interest in providing
explainable models for the causal relationships between vari-
ables [2]. The current “black box” approach to modelling
has limited interpretability and has not achieved acceptance
in clinical settings [3], [4]. Causal modelling can provide an
understanding of the underlying cause-effect relationship of
the data, allowing counterfactual analysis to be performed [5].
In scenarios where cause-effect is not known a-priori Causal
Discovery algorithms are used to identify causal relationships.

State of the art Causal Discovery algorithms rely on score-
based methods to generate Directed Acyclic Graphs (DAGs)
but don’t incorporate any domain expertise or expert knowl-
edge.

The recent advancements in Large Language Models
(LLMs) have sparked interest in their application for Causal
Discovery or Causal Structure Learning (CSL) [6], [7]. LLMs
have been proposed to serve as a surrogate for expert knowl-
edge. Our method incorporates the feedback of LLM for CSL
in the field of oncology [8]. We show the potential of applying
LLMs in Causal Discovery by improving the accuracy of the
generated Causal DAGs on data extracted from the Electronic
Health Record (EHR) and Molecular Genomic Reports. Mod-
els are scored using the Bayesian Dirichlet equivalent uniform
(Bdeu) score.

We demonstrate our approach on a dataset of Non Small
Cell Lung Cancer (NSCLC) patients. In oncology molecular
tests are already being used in the diagnosis to determine the
course of treatment [9]. But there is a growing interest in
finding new causative biomarkers and individualize treatments
based on a patients medical history. Causal Modelling has been
proposed as a key component in biomarker discovery [10].

II. STUDY SAMPLE (DATASET)

We start off with a dataset of > 1000 deidentified patients
extracted from Providence St. Joseph Health (PSJH’s) clinical
data warehouse. The cohort are the patients that have been
diagnosed with NSCLC, a total of 455 patients. We only
include patients that have a recorded smoking status, leaving
a total of 326 patients remaining. The features used for this
experiment consist of multi-modal data of Electronic Health



Fig. 1. Kaplan–Meier Survival Curve For Associated Treatment Plans

Record (EHR), and genomics. Genomics include the somatic
mutation status of the genes KRAS, EGFR, FGFR1, ALK,
MET, PIK3CA, BRAF, ROS1 and RET. From this set of only
EGFR, ALK, ROS1, BRAF, NTRK, HER2, MET, RET, KRAS
have an FDA approved therapy while PIK3CA, AKT1, PTEN
are under clinical trials [11], [12]. The demographics of this
data set is shown in Table I. The majority of the cases are
Stage IV cancers and most patients are treated using standard
chemotherapy. In addition, the majority of patients are non-
smokers.

TABLE I
FEATURE SUMMARY

Characteristic Summary
Number of Patients 326
Age 73.3±10.6
Survival Days 1179.7±1581.1
Sex

Male 42.3%
Female 57.7%

Smoking Status
Smoker 19.0%
Non-Smoker 81.0%

Stage
I 30.4%
II 8.0%
III 14.1%
IV 47.5%

Treatment Plan
Unknown/Not Recorded 69.3%
Chemotherapy 20.9%
Targeted Therapy 7.1%
Immunotherapy 2.8%

Genomics
KRAS 27.9%
EGFR 39.0%
FGFR1 5.8%
ALK 20.6%
MET 11.0%
PIK3CA 26.4%
BRAF 5.2%
RET 42.9%

As shown in Figure 1 the Kaplan-Meier [13] shows that the
survival probability for chemotherapy appear to decline over

Fig. 2. Heatmap Showing Correlation of Features in the Dataset

time at a slower rate than the general population. The curve
labelled “All Patients” illustrated the mean survival times of
the entire patient cohort.

A heatmap showing the correlation between the chosen
features is given in Figure 2. The correlation coefficient
between any two variables is displayed in each cell. The hue of
the cell indicates the direction and strength of the correlation:
When the correlation is near to 1 , there is a strong positive
correlation (the tendency for both variables to rise as one
rises). If the correlation is near to -1, it is strongly negative
(when one variable rises, the other tends to fall). Little or no
association between the variables is indicated by a correlation
that is near to 0. From this heatmap we see little correlation
amongst the clinical variables but strong correlation among
the genomic markers. Despite these correlation, few if any of
these genomic markers are causally related. For example, both
EGFR and KRAS are strongly associated with smokers in lung
cancer. The more likely explanation is that both variables are
being connected through a shared parent node [14].

III. METHODS

In this section we present our overall methods for DAG
generation, selection of DAG and ATE for different treatment
categories. This study was conducted under a protocol ap-
proved by the Providence IRB (Protocol 2018000188).

A. Causal Network Generation

While discovering causal structures from observational data
is a difficult task, a number of strategies have been proposed.
Most state of the art strategies rely on optimization techniques
such as those used in the PC algorithm [15] and NOTEARS
[16].

Instead we opt to start building the graph using LLMs
to form the edges between the nodes. In this scenario the



LLM is being used as a surrogate for a domain expert to
condition on the DAG. Initial experiments involved using
zeroshot prompt [17] engineering to question the existing of
an edge between each of the 18 feature nodes, requiring a total
of n(n− 1)/2 = 153 prompts. Each prompt was formatted to
query a potential cause-effect relationship. The completions
from the LLM are interpreted to determine if there is an edge
in the causal graph in the specified direction. For the final
model we request the LLM to reinvestigate how mutation
is effecting the treatment plan and survival months. Finally,
we request the LLM to update the model such that treatment
plan should effect survival months. This final adjacency matrix
represents the final version of the LLM model.

B. Graph Validation

A persistent problem when applying Causal Discovery in
real world scenarios is that it is difficult to validate the
generated graph. In addition due to the randomized nature
of LLMs, even with low temperature settings response can
vary. Both of these scenarios require some metric to deter-
mine which graph best fits the available data. Each of these
DAGs represent a possible set of causal relationships between
variables. Selecting the best or the optimal DAG among
these becomes crucial in ensuring the reliable predictions and
interpretations. Here we discuss different strategies to tackle
this challenge.

1) Bayesian Estimation: In order to compare the “fit” of our
proposed network we chose the Bayesian Dirichlet equivalent
uniform (Bdeu) score [18]. The Bdeu score is an extension
of the Maximum Likelihood Probability that includes the prior
probability of a given DAG and the marginal probability of the
observed data. Mathematically it is written as the following:

Bdeu = logP (D|G) + logP (G)− logP (D) (1)

For each node a separate Bdeu score is calculated that best
matches the Conditional Probability Distribution (CPD) of the
parent nodes. When evaluating a singular node with a total
number of Nj possible states and parent nodes with a total of
Ni possible configurations the Bdeu score simplifies to the
following equation:

Bdeu =

Ni∑
i=1

Nj∑
j=1

(
nij +

α

Nj

)
log

(
nij +

α
Nj

ni + α

)
(2)

where nij is the number of times the node takes on its j-th
class given that the parent nodes are in their i-th configuration.
ni is the total number of times the input nodes are in their i-th
configuration and α is a heuristic parameters which is often
used to represent the Equivalent Sample Size (ESS). Intuitively
the Bdeu score is often chosen due it’s ability to penalize
complex models, particular models with large numbers of
parent nodes [19]. At the same time it does not require prior
domain knowledge and is computationally efficient [20]. The
total Bdeu score of a model is simply the sum of all Bdeu
scores for each node.

IV. INTERPRETABILITY AND RESULTS

A key advantage of using causal modelling is that they
ensure trust in research and healthcare policies, emphasise the
effects of interventions and make sure decisions are based on
accurate evidence [21]. In this section we will discuss the
DAGs that can be generated using the the LLM responses.
The main method used for interpreting and validation is
by modelling these DAGs as Bayesian networks. Bayesian
networks are natural models for Causal DAGs, and have been
shown to effective at inferring and evaluating outcomes of
causal inference [22]. Fitting and evaluating the Conditional
Probability Distributions for each node in the network is done
using the Bdeu score [19]. For measuring the intervention
effect, we calculate the Average Treatment Effect (ATE) given
both mutation status and treatment combination [23].

A. DAG Generation

For the single prompt method, we utilized OpenAI’s
Codeinterpreter plugin for GPT-4 that parses the input prompt
into a singlular edge adjacency matrix. The DAG showing our
final model is given in Figure 3.

To compare our methods to existing causal discover algo-
rithms, we applied the NOTEARS and PC algorithms to our
data set. The NOTEARS algorithm learns a graph structure
by minimizing a continuous, differentiable objective function
[16]. The PC algorithm instead starts with a fully connected
graph and performs statistical independence tests to removes
edges. After removing non-statistically dependence nodes, the
algorithm enforces acyclicity on the remaining edges using a
set of four rules [24]. The NOTEARS implementation was
done using the causalnex library while the PC algorithm
used the gcastle library [25], [26]. The DAGs generated from
NOTEARS, PC algorithm, etc are found in the Appendix.

B. Validation

Each DAG is modelled as a Bayesian Network and fit to
the data set. This Bayesian approach allows us to make proba-
bilistic statements about the causal effect β based on both our
prior beliefs and the observed data. It naturally incorporates
uncertainty and provides a richer understanding than a single
point estimate. For each model, the adjacency matrix was used
to create a Bayesian Network. The Conditional Probability
Distributions (CPD) were fit for each node using the Bdeu
score as a criteria. Creating and optimizing the Bayesian
network along with calculating the final Bdeu score was done
using the pgmpy Python package [27].

For each of the Bayesian networks generated, the Bdeu
score was calculated using the observational NSCLC dataset to
compare how each model fit to the observed data. The score for
the five models are given in Table III. We note that the LLM
methods vastly outperform optimization based approaches.
The best score achieved through LLMs were −4150 while
the NOTEARS and PC algorithm was only about to achieve
−6886 and −6092 respectively.



Fig. 3. DAG Generated using LLM.

TABLE II
ATE WITH DIFFERENT TREATMENT CATEGORY AND MUTATION EVIDENCE

Treatment Category KRAS EGFR FGFR1 ALK MET PIK3CA BRAF RET
Chemotherapy 0.028753 0.027040 0.024604 0.027979 0.025711 0.028071 0.024134 0.030823
Targeted Therapy 0.020828 0.021891 0.015868 0.018419 0.016813 0.019083 0.015762 0.023738
Immunotherapy 0.007267 0.003912 0.005502 0.006562 0.005807 0.006607 0.005356 0.004674

TABLE III
BDEU SCORE FOR THE LLM GENERATED CAUSAL GRAPH FITTED TO

BAYESIAN NETWORKS

Equivalent Sample Size LLM NOTEARS PC
5 -4228 -7037 -6418
10 -4171 -6935 -6202
15 -4150 -6886 -6092

C. Interpreting

The ATE is calculated using the variable elimination method
to compute the conditional probability of survival based on
getting the treatment and having the mutation.

ATE = E[Y1 − Y0] (3)

where E is the expectation, Y1 is treated and Y0 is controlled
group. The ATE values for various treatments depending on
certain gene mutations are shown in Table II. The ATE on pa-
tients with a specific gene mutation compared to people with-
out it. Different gene mutations are shown by KRAS, EGFR,
and ALK columns, while chemotherapy and immunotherapy
are indicated by rows. The information aids in understanding
each treatment’s efficacy for people with a particular mutation
and directs individualised medical choices. We observe that
the presence of a RET mutation has the largest effect for
both Chemotherapy and Targeted Therapies. In the targeted
therapy category the FGFR1 biomarker displaying the least
interaction at 0.015868. Notably, the immunotherapy treatment
category had poor scores across all biomarkers. This is not too
surprising as the most effective markers for Immunotherapy
are PD-L1 expression and Tumor Mutational burden, neither
of which are represented in the current set of markers [28].
These results suggest varying degrees of influence of these
treatment modalities on different biomarkers.

V. CONCLUSION & FUTURE WORK

There is great potential for LLMs to revolutionize health-
care. We have investigated how LLMs can be applied in the
generation of Causal DAGs. Using the Bdeu score as a metric,
we evaluated that LLM methods outperformed existing Causal
Discovery methods.

Further data modalities will improve the accuracy of a
patient’s response to therapy. The intricacy of cause effect
analysis for NSCLC may not be fully captured by this re-
stricted dataset, which could lead to an oversimplification of
complicated causal linkages. Future work would expand the
amount of genomic variations being examined and include
advanced genomic markers. Including other histopathological
biomarkers, such as PD-L1, will also improve accuracy of the
model [29].

The final limitation we observed is the use of general
purpose LLM models. These LLMs have been trained on
a wide variety of tasks and lack the specialized training to
determine causal relationships in the medical domain. Future
versions will incorporate models that have been specially
trained on medical literature such as Med-PaLM2 or BioGPT
[30]–[32].
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APPENDIX

To generate an DAG using an LLM, prompts where pro-
vided that could determine causal linkage and directionality
for each node. Each prompt was formatted to query a potential
cause-effect relationship. Afterwards the completions from the
LLM are interpreted to determine if there is an edge in the
causal graph in the specified direction. Table IV provides a list
of example prompts, the associated causal edges that they test,
the response and the final assumption for the causal test. Initial
experiments involved using zeroshot prompt engineering to
question the existing an edge between each of the 18 feature
nodes, requiring a total of n(n− 1)/2 = 153 prompts

For the next model we used a single prompt that contains
all the nodes and prompt the LLM to generate the full graph.
The full prompt and output is shown in Table V.

Afterwards, we started updating the model using human
intervention. We first corrected the lack of AGE influencing
smoking status of a patient with the following prompt, “how
age is not cause smoking please relook into the adjacency
matrix and generate a correct one.” Then we add in that staging
and smoking should be effecting the mutation status, “the stage
group and smoking should cause some mutation in nsclc.” This
represents the V3 LLM DAG.

For the final model we request the LLM to re-evaluate
how mutation is effecting the treatment plan and survival
months. Finally, we request the LLM to update the model
such that treatment plan should effect survival months. This
final adjacency matrix represents the final version of the DAG
generated by the LLM.

Figure 6 shows the DAG generated based on NOTEARS
algorithm and Figure 7 shows DAG with PC algorithm. It
should be noted that both methods are unable to generate clin-
ical relevance DAGs using the provided dataset. For example,
in the NOTEARS algorithm DAG we have several symptoms
causing AGE in addition to a view somatic mutations. The
generated DAGs based on the observed data with PC and
NOTEARS most of the edges are not oriented(i.e direction)
which is essential for treatment effect analysis.

It should be noted that both PC and NOTEARS are unable to
generate clinical relevant DAGs from the dataset. For example,
in the NOTEARS’ DAG we have several symptoms causing
AGE in addition to somatic mutations.



TABLE IV
FROM LEFT TO RIGHT. AN EXAMPLE PROMPT USED TO TEST FOR THE PROVIDE EDGE, THE CORRESPONDING COMPLETION AND THE FINAL VERDICT.

Prompt Edges Completion/Response Assumption
Does age effect Gender in
NSCLC

Age→Gender Age and gender can both independently influence the de-
velopment and characteristics of non-small cell lung cancer
(NSCLC), but they do not have a direct cause-and-effect
relationship with each other

No

Does age effect survival
analysis for NSCLC

Age→Survival Yes, age can have an impact on survival analysis Yes

Does age causes shortness
of breathe in NSCLC

Age→Shortness of breath Age itself does not directly cause shortness of breath in
NSCLC

No

Does KRAS mutation ef-
fect survival in NSCLC

KRAS→Survival KRAS mutation subtype: There are different subtypes of
KRAS mutations and some studies have suggested that spe-
cific subtypes may have varying impacts on survival

Yes

Does targeted therapy ef-
fect survival in NSCLC

Treatment Plan→Survival Therapy can have a significant impact on the survival out-
comes of patients with NSCLC, particularly those with spe-
cific molecular alterations that are targeted by the therapy.

Yes

TABLE V
SINGLE PROMPT INPUT AND RESPONSE

Prompt Generate me a cause effect adjacency matrix for these nodes AGE, SMOKING, GEN-
DER, SHORTNESSOFBREATH, CHESTPAIN, WEIGHTLOSS, TREATMENTPLAN,
SURVIVALMONTHS, STAGEGROUP, KRAS, EGFR, FGFR1, ALK, MET, PIK3CA,
BRAF, ROS1, RET mutation doesn’t cause symptoms.

Response In order to create a cause-effect adjacency matrix, we need to understand the rela-
tionships between the given nodes. Here’s a possible interpretation of the relationships
between them: AGE can affect the TREATMENTPLAN and SURVIVALMONTHS.
SMOKING can lead to CHESTPAIN, SHORTNESSOFBREATH, and can affect the
TREATMENTPLAN, SURVIVALMONTHS, and STAGEGROUP. GENDER can affect
the TREATMENTPLAN and SURVIVALMONTHS. SHORTNESSOFBREATH and
CHESTPAIN can indicate the STAGEGROUP, which in turn influences the TREAT-
MENTPLAN and SURVIVALMONTHS. WEIGHTLOSS can also indicate the STAGE-
GROUP and can affect the TREATMENTPLAN and SURVIVAL MONTHS. Mutations
(KRAS, EGFR, FGFR1, ALK, MET, PIK3CA, BRAF, ROS1, RET) do not cause
symptoms (as per the user’s instructions) but they can affect the TREATMENTPLAN,
SURVIVALMONTHS, and STAGEGROUP.

Fig. 4. Causal DAG LLM sequence prompts and adjacency matrix

Fig. 5. DAG Generated for the V3 version of LLM Model



Fig. 6. Causal DAG generated with NoTears, maxiter = 100, htol = 1e− 08, wthreshold = 0.5

Fig. 7. DAG Generated using PC Algorithm


